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• A brief introduction to policy gradient theorem

• Example: Learning Globally Optimized Object Detector via Policy Gradient

• Example: Towards Diverse and Natural Image Descriptions via a Conditional GAN
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A brief introduction to policy gradient theorem

• 如何根据reward更新网络参数？
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A brief introduction to policy gradient theorem

• 如何对采样求导？
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A brief introduction to policy gradient theorem
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A brief introduction to policy gradient theorem

• Code (pytorch):
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Example: Object Detection

7Rao, Y., Lin, D., Lu, J., & Zhou, J. Learning Globally Optimized Object Detector via Policy Gradient. CVPR2018. 

• The relation information between RoIs that is ignored in Faster R-CNN can be further utilized to 
improve object detectors.



Example: Object Detection

• The objective of object detection can be formulated as:

• We can use a policy gradient method to compute the expected gradient of the non-
differentiable reward function as follows:

• Action 𝑎 can be defined as selecting a set of bounding boxes from all candidates

8Rao, Y., Lin, D., Lu, J., & Zhou, J. Learning Globally Optimized Object Detector via Policy Gradient. CVPR2018. 



Example: Object Detection
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• Sampling several actions during a single gradient calculation is more efficient.

Rao, Y., Lin, D., Lu, J., & Zhou, J. Learning Globally Optimized Object Detector via Policy Gradient. CVPR2018. 



Example: Object Detection
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• Experiment results:

Rao, Y., Lin, D., Lu, J., & Zhou, J. Learning Globally Optimized Object Detector via Policy Gradient. CVPR2018. 



Example: Image Caption

11Dai, B., Fidler, S., Urtasun, R., & Lin, D. Towards Diverse and Natural Image Descriptions via a Conditional GAN. ICCV2017

• Existing efforts primarily focus on fidelity, while other essential qualities of human languages, e.g. 
naturalness and diversity, have received less attention.



Example: Image Caption

12Dai, B., Fidler, S., Urtasun, R., & Lin, D. Towards Diverse and Natural Image Descriptions via a Conditional GAN. ICCV2017

• G: a generator to produce descriptions conditioned on images

• E: an evaluator to assess how well a description fits the visual content.



Example: Image Caption

13Dai, B., Fidler, S., Urtasun, R., & Lin, D. Towards Diverse and Natural Image Descriptions via a Conditional GAN. ICCV2017

• Difficulties:

• The production of sentences is a discrete sampling process, which is non-differentiable.

• A sentence can only be evaluated when it is completely generated.

• Solutions:

• Use policy gradient to compute gradient

• Evaluate an expected future reward when the sentence is partially generated

• we can derive the gradient of this objective w.r.t. 𝜃 as:



Example: Image Caption

14Dai, B., Fidler, S., Urtasun, R., & Lin, D. Towards Diverse and Natural Image Descriptions via a Conditional GAN. ICCV2017

• Experiment results:



Example: Image Caption

15Dai, B., Fidler, S., Urtasun, R., & Lin, D. Towards Diverse and Natural Image Descriptions via a Conditional GAN. ICCV2017

• Experiment results:


